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ABSTRACT
We describe two numerical investigations performed using a 3D plasma Monte-Carlo code, developed to study hot-electron transport in the
context of inertial confinement fusion. The code simulates the propagation of hot electrons in ionized targets, using appropriate scattering
differential cross sections with free plasma electrons and ionized or partially ionized atoms. In this paper, we show that a target in the plasma
state stops and diffuses electrons more effectively than a cold target (i.e., a target under standard conditions in which ionization is absent).
This is related to the fact that in a plasma, the nuclear potential of plasma nuclei has a greater range than in the cold case, where the screening
distance is determined by the electronic structure of atoms. However, in the ablation zone created by laser interaction, electrons undergo
less severe scattering, counterbalancing the enhanced diffusion that occurs in the bulk. We also show that hard collisions, i.e., collisions with
large polar scattering angle, play a primary role in electron beam diffusion and should not be neglected. An application of the plasma Monte-
Carlo model to typical shock ignition implosions suggests that hot electrons will not give rise to any preheating concerns if their Maxwellian
temperature is lower than 25–30 keV, although the presence of populations at higher temperatures must be suppressed. This result does not
depend strongly on the initial angular divergence of the electron beam set in the simulations.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0103632

I. INTRODUCTION
In both the direct drive1,2 and shock ignition (SI)3–5

approaches to inertial confinement fusion (ICF), high laser intensi-
ties (∼1015–1016 W/cm2) are required to bring the hotspot to ignition
conditions. At such high intensities, the laser light couples with
the plasma created by the compression beams, and a population of
suprathermal electrons, so-called “hot electrons,” is generated. The
mechanisms responsible for this hot-electron generation are stim-
ulated Raman scattering (SRS),6 two-plasmon decay (TPD),7 and
resonant absorption (RAB).8 If sufficiently energetic, these electrons
can propagate up to the inner part of the DT shell, preheating it and
jeopardizing the implosion. Whereas in the standard ICF scheme the
presence of hot electrons is usually deleterious, in SI their genera-
tion is driven by the high-intensity laser spike after the compression
phase. Thus, if the kinetic energy of the electron beam is moderate,
electrons are stopped by the high ρr of the imploding capsule, which

prevents them from reaching the inner part of the DT shell. It has
been suggested by some authors that if this happens, then the pres-
ence of hot electrons may even be beneficial for the implosion, since
they can increase the ablation and the shock pressure.9–11

In the last decade, several experiments have been performed
aimed at characterizing and at understanding the role of hot elec-
trons in ICF and in particular in SI.12–16 Planar or spherical targets
have been irradiated with laser beams with characteristics relevant
to SI, generating a copious amount of hot electrons that have been
characterized by exploiting the x-ray radiation emitted during their
propagation. However, the interpretation of these experiments has
been based on “cold” Monte-Carlo (MC) methods, which do not
account for the presence of the plasma state in the targets or their
hydrodynamic evolution. Therefore, a crucial task is to obtain an
understanding of the margin of error introduced in these analyses
and thus of their level of reliability.
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In this paper, we report on two numerical investigations per-
formed using the 3D plasma MC code presented in Paper I17 and
summarized in Sec. II.

First, in Sec. III, we use this code to study the propagation of hot
electrons in planar targets irradiated by laser beams in the context of
ICF. The results are compared with the predictions of standard cold
MC methods (e.g., Geant418) to understand how the presence of the
ionized state in the target and the ablation and compression waves
generated by the laser interaction affect hot-electron propagation.

In Sec. IV, we use our 3D plasma MC code to study the preheat-
ing effect induced by hot electrons on a typical SI implosion scheme.
In particular, we reconsider the results presented in Ref. 19, in which
the implosion of an SI capsule was simulated using the hydrody-
namic code CHIC.20 In Ref. 19, the hydrodynamic simulations were
conducted in a 2D geometry, considering a simplified 2D model
of hot-electron propagation. To check the reliability of the CHIC
models, we re-performed these simulations in a 3D geometry using
our 3D MC code, considering also the hot-electron characteristics
found in recent experimental campaigns. Since the MC code has
not yet been implemented in hydrodynamic codes, we performed
offline simulations, considering hydrodynamic profiles extracted
from CHIC and evaluating the hot-electron energy deposition in
the DT shell. Thus, the effect of hot electrons on the hydrodynamic
evolution of the target and on the shock dynamics is not evaluated.
This does allow, however, a first evaluation of the preheating effect
induced by hot electrons in the inner part of the DT shell, identifying
which hot-electron features are tolerated by the scheme.

II. FEATURES OF THE 3D PLASMA MC METHOD
The physics and the implementation of the 3D plasma MC code

have been presented in Paper I.17 The code was developed to simu-
late hot-electron propagation in ionized fusion targets, with the aim
of future implementation in hydrodynamic codes. The diffusion and
slowing down of hot electrons are treated separately, with the use of
appropriate differential cross sections (DCSs) and stopping power
formulas. In particular, hot electrons propagating in plasmas can
collide with other free plasma electrons, with the residual electronic
structure of plasma ions, or with their nuclei. Collisions with other
electrons (free or bound) are accompanied by energy transfer, while
elastic collisions with nuclei are responsible for the diffusion of the
beam. In this latter case, the energy transfer is limited because of the
difference in masses of the two interacting particles. Beam diffusion
is modeled considering scattering on free plasma electrons and on
plasma nuclei. The scattering between a hot electron and free plasma
electrons is modeled according to the Møller formula,21 while the
elastic collision between a hot electron and a nucleus screened by
other plasma particles is modeled according to the Dalitz DCS.22,23

A suitable DCS has been proposed to model the elastic scattering
between a hot electron and a nucleus of a partially ionized atom, in
which screening effects are due to the residual electronic structure
and to other plasma particles (see Sec. III B of Ref. 17). Changes
in direction due to collisions with bound electrons are not sim-
ulated. As reported in Ref. 24 and as shown later in this paper,
ignoring these effects produces only a slight error, since the beam
diffusion is dominated by elastic scattering on nuclei. Numerically,
a “mixed” algorithm is adopted to simulate the changes in direc-
tion of hot electrons,25,26 following closely the algorithm adopted by

the Penelope MC code.27,28 Notably, the algorithm separates “soft”
collisions, which are described according to Goudsmit–Saunderson
theory,29–31 from hard collisions, which are simulated considering a
two-body interaction. The energy losses are computed in the con-
tinuous slowing down approximation, taking account of the energy
transfer to free and bound electrons and the generation of plasma
oscillations.32–34

Finally, the code also implements a “cold module,” i.e., a mod-
ule to simulate electron propagation in cold nonionized materials.
This occurs when the material temperature tends to zero and atoms
are not ionized. In this case, the diffusion is modeled consider-
ing the elastic scattering on atoms to be described by the Wentzel
cross section,35 and the stopping powers are taken from the NIST
library.36,37

III. HOT-ELECTRON TRANSPORT
IN LASER-IRRADIATED PLANAR TARGETS
A. Motivation

This section describes a numerical study of hot-electron propa-
gation in planar targets irradiated by laser beams with characteristics
relevant to ICF. In a typical laser–plasma experiment, hot electrons
are characterized by exploiting the radiation emitted during their
propagation in the target. In particular, the experiment is repro-
duced using an MC method such as Geant4, and the x-ray generation
detected by the diagnostics is simulated.12,14,16,38 However, these MC
methods ignore several peculiar aspects of a laser-irradiated target.
First of all, the hydrodynamic evolution, i.e., the ablation and the
compression waves, cannot be reproduced. Thus, in the simulation,
the dimensions of the target are taken as its nominal dimensions, i.e.,
those in its cold unablated configuration. As explained in Ref. 16, this
can be justified under the assumption that the product ρr has the
same values for both the irradiated and the cold targets. However,
this assumption requires the geometry to be one-dimensional and
the electrons to propagate in straight lines. These conditions are usu-
ally imposed by considering a 1D plasma plume expansion driven
by large laser spots. This hypothesis, which is referred to as “ρr
conservation,” will be tested below. Moreover, a cold MC method
does not account for the ionized state of the atoms of which the
material is composed. Thus, the primary particle scatters with nuclei
screened by their complete electronic structure. However, in laser-
irradiated targets, hot electrons scatter with partially or completely
ionized atoms and with other free plasma electrons. Therefore, the
screening distances of the nuclear potentials are different in the cold
and the plasma cases, which affects hot-electron propagation.

Given these considerations, we present a numerical study that
reveals the margin of error introduced by using a cold MC method to
reproduce a laser–plasma experiment. In particular, our plasma MC
code is used to investigate electron transport in laser-irradiated tar-
gets, and the results are compared with those of Geant4 simulations.
In this way, it is possible to obtain a better understanding of the phe-
nomena governing hot-electron transport under these conditions
and of the differences compared with the cold case.

B. Simulation setup and results
Let us reconsider the configuration and the results of the

OMEGA experimental campaign presented in Ref. 16. In this
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experiment, planar multilayer targets were irradiated by a 1 ns UV
laser beam with an intensity of 1016 W/cm2. The targets consisted of
500 μm diameter disks composed of a plastic (CH) ablator of thick-
ness 175 μm, followed by a copper plate of thickness 20 μm used
as tracer for hot electrons. These were mounted on a plastic slab
of thickness 50 μm to avoid hot-electron recirculation. Hot elec-
trons were generated in the coronal plasma and propagated into
the target, emitting bremsstrahlung and copper Kα radiation that
were collected by x-ray spectrometers. Under the assumption of a 2D
Maxwellian distribution function fe(E) = (Ne/Th)exp(−E/Th), the
hot-electron temperature Th and number Ne were retrieved by sim-
ulating the generation of the bremsstrahlung and the Kα signals on
the diagnostics with Geant4. In the simulations, the nominal target
geometry (175CH–20Cu–50CH) was used.

We now study the hot-electron propagation considering the
hydrodynamic evolution of the target and its ionization state, and
then comparing the results with the Geant4 predictions. For this
purpose, target hydrodynamic profiles were extracted from CHIC
hydrodynamic simulations at five different times: 0, 250, 500, 750,

and 1000 ps. In particular, the electronic temperature, the mass den-
sity, and the ion density profiles were extracted from CHIC, and
the 2D axisymmetric hydrodynamic quantities were unfolded in 3D
space and used as input for the plasma MC code. Simulations were
performed by launching electrons at the critical density (launch-
ing electrons at nc/4 would not change the result), with an initial
spot of 100 μm diameter and a beam divergence of ±22○. Energet-
ically, electrons are assumed to be described by a 2D Maxwellian
function with a temperature of 26 keV, which corresponds to the
electron distribution function found in the experimental characteri-
zation.16 In each simulation, we launched 4 × 106 particles, a number
sufficiently large to reduce the numerical error caused by the sta-
tistical fluctuation of the observed quantities. Geant4 simulations
under similar conditions were also performed with the aim of com-
paring the Geant4 prediction with the plasma case. The figure of
merit chosen to compare the two codes was the electron energy spec-
trum arriving on the copper plate. This quantity is directly related
to the Kα generation, and understanding its behavior for cold and
plasma targets, respectively, provides insight into the reliability of

FIG. 1. Schematic representations of the target configuration used in the simulations performed. (a) Target used in simulations 1 and 2 performed with our MC model. The
target configuration is extracted from CHIC simulations at four different times (250, 500, 750, and 1000 ps), and electrons are launched at the critical density. (b) Layered
target used in simulation 3 performed with Geant4. The target is composed of several layers with increasing density, to reproduce the ablated and shocked regions. The
density profile along the cylinder axis reproduces discretely the profile extracted from CHIC, as shown by the red curve in (d), for the case at 1000 ps. (c) Target used in the
nominal Geant4 simulation and in the simulation with our MC code at 0 ps. This target is composed of a CH ablator of thickness 175 μm and density 1 g/cm3, followed by a
copper plate of thickness 20 μm, as in the OMEGA experiment presented in Ref. 16. The density profile along the cylinder axis of this target is shown by the blue curve in
(d). (d) Density profiles along the cylinder axis used in simulations 1 and 2 at 1000 ps (green curve), in simulation 3 (red curve), and in the nominal Geant4 simulation and in
the simulation at 0 ps with our model (blue curve).
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the methodology adopted for analyzing these experiments. Except
for the case t = 0 ps, we performed three different simulations for
each time considered (see Fig. 1):

Simulation 1: A full 3D plasma MC simulation with our model, in
which the target was modeled considering hydrodynamic pro-
files extracted from CHIC and its plasma state was considered.
In this case, the ablator density is not constant along the elec-
tron path but varies according to the profile extracted from the
CHIC simulation. For example, the green curve in Fig. 1(d)
shows the density profile along the cylinder axis, extracted from
the CHIC simulation at 1000 ps. Electrons scatter with ionized
or partially ionized atoms and with other free plasma electrons,
losing energy according to the plasma stopping power for-
mulas. A schematic representation of the target configuration
adopted in these simulations is shown in Fig. 1(a).

Simulation 2: A 3D MC simulation with our model, in which the tar-
get was modeled considering hydrodynamic profiles extracted
from CHIC, but was considered to be in a “cold” state. In this
case, the ablator density is not constant along the electron path
but varies according to the CHIC profiles [e.g., the green curve
in Fig. 1(d)]. In contrast to the previous case, here electrons
scatter with nonionized atoms and lose energy according to the
cold stopping power formulas. These simulations allow us to

study the effect of ρr conservation on the propagation of hot
electrons, excluding the effects related to the ionized state of the
target. A schematic representation of the target configuration
adopted in these simulations is shown in Fig. 1(a).

Simulation 3: A Geant4 simulation in which the ablator is divided
into CH layers with increasing density, conserving ρr as pre-
dicted by the CHIC simulation. These layers have thicknesses
of several micrometers, enabling a study of the effect of the
ablated and the shocked regions, considering discrete density
steps. For example, the density profile considered at 1000 ps
is shown by the red curve in Fig. 1(d). In this way, it is possi-
ble to reproduce the effect of the ablation and the compression
waves on hot-electron propagation in Geant4. Clearly, the tar-
get plasma state is not simulated. A schematic representation of
the target configuration adopted in these simulations is shown
in Fig. 1(b).

For the case t = 0 ps, the target profile extracted from CHIC
corresponds to the unablated target configuration (referred to as
“nominal simulation”), i.e., a 175 μm, 1 g/cm3 CH ablator followed
by the copper plate [the blue curve in Fig. 1(d)]. Evidently, in this
case, our MC code works according to the cold model, using the
cold stopping power formulas and scattering models (see Paper I17).
Figure 2(a) shows a comparison between the electron spectra

FIG. 2. Spectra of energetic electrons impinging on the copper plate as predicted by the simulations at five different times: (a) 0 ps (cold unablated target); (b) 250 ps;
(c) 500 ps; (d) 750 ps; (e) 1000 ps. Electrons described energetically by a 2D Maxwellian function with Th = 26 keV were launched at the critical density with an initial
divergence of ±22○. The green curves are the spectra predicted by the plasma simulations (simulation 1). The black curves are the spectra predicted by our MC model in
which the plasma effects have been turned off and electrons propagate according to the cold model (simulation 2). The blue curves are the spectra predicted by Geant4
for the nominal target configuration (175 μm, 1 g/cm3 CH–20 μm Cu). The red curves are the spectra predicted by Geant4 for a layered target that reproduces the density
profile extracted from CHIC (simulation 3).
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impinging on the copper plate as predicted by our model at t = 0 ps
and by Geant4. These two simulations are equivalent, since both two
codes simulate the nominal target configuration in the cold state. As
can be seen from the figure, there is very good agreement between
the spectra predicted by the two codes. A small difference is seen at
low kinetic energies, which is due to the fact that our model does
not simulate the secondary electron emission. This good agreement
provides evidence for the reliability of our code.

The case at 250 ps, shown in Fig. 2(b), is particularly interesting,
since it offers a benchmark of the code in the limit of a very small
degree of ionization and small density gradient. In fact, the laser
pulse has a rise time of 250 ps, and, at this moment, ablation com-
mences, shock waves begin to form, and the material temperature
begins to rise. It can be seen from the figure that the simulations with
the cold models, i.e., the Geant4 nominal simulation (blue curve),
the Geant4 layered simulation (red curve, simulation 3), and our
model run in cold mode (black curve, simulation 2) predict the
same electron spectrum impinging on the copper plate. When the
plasma models are turned on (green curve, simulation 1), the num-
ber of electrons reaching the copper plate is slightly lower than in
the cold cases. However, the difference is not dramatic, showing
that our model converges to the cold limit in the case of small den-
sity gradient and degree of ionization. This documents the validity
and efficacy of the algorithm adopted to evaluate the mean free path
in the presence of materials characterized by density gradients (see
Sec. VI of Part I17).

Figures 2(c)–2(e) show the results for the other times (500, 750,
and 1000 ps). When the plasma models are turned off (simulation
2, the black curves in Fig. 2), our code predicts a greater number of
electrons reaching the copper plate compared with the nominal case
(blue curves). This behavior is also confirmed by the Geant4 layered
target simulations (simulation 3, red curves in Fig. 2), which agree
with our MC method run in cold mode. In particular, the number
of hot electrons reaching the copper plate increases as a function of
the irradiation time: the more the target is ablated, the fewer elec-
trons are stopped in the ablator and the more reach the copper. This
happens because electrons do not experience severe scattering while
propagating in the coronal plasma and in the ablated region, owing
to the low density of the material. Thus, they tend to retain their
directionality for tens of micrometers, until they reach the shocked
region. In the shocked region, scattering is more severe, but it is not
sufficient to compensate for the fact that electrons have traveled for
tens of micrometers without experiencing collisions.

For this reason, the number of electrons that impinge on the
copper plate is greater in the ablated targets than in the nominal
case. Given this, the 1D hypothesis of ρr conservation seems not
to be confirmed by our calculations. However, when the plasma
effects are turned on (simulation 1, the green curves in Fig. 2), fewer
electrons arrive at the copper. A target in the plasma state absorbs
and slows down electrons more effectively compared with the cold
case. There are two reasons for this. First, the stopping power in a
CH plasma is greater than that in the cold material, as shown by
Fig. 3. In particular, the figure shows the value of the stopping power
as a function of the electron kinetic energy in cold and in warm
(T = 10 eV) polystyrene. The plasma stopping power is greater than
in the cold case, in particular for electron energies lower than
∼100 keV, the regime of interest to us (this is expected, since the an
electron that moves with high kinetic energy collides and loses

FIG. 3. Stopping power in polystyrene (1.05 g/cm3) as a function of electron kinetic
energy in the plasma case with T = 10 eV (red curve) and the cold case (black
curve). The plasma stopping power was computed according to the formulas pre-
sented in Paper I,17 while the cold stopping power was taken from the NIST
database.37

energy with other electrons in the medium, regardless of their
bound or free state). Another difference between propagation in
cold targets and in plasma targets is in the scattering with nuclei.
In the cold case, the nuclear potential is screened by the elec-
tron cloud of the atom, while in a plasma, the screening is pro-
vided by the residual electronic structure and by other plasma
particles. In particular, in this regime, the characteristic screen-
ing lengths in plasmas are greater than the screening distances
of cold atoms. Thus, the effective distances of the nuclear poten-
tials are greater in a plasma, enhancing scattering phenomena and
the diffusion of the electron beam, which is prevented from arriv-
ing at the copper plate. To explain this more clearly, Fig. 4 shows
the electron spectra on the copper plate for the target configura-
tion at 500 ps in two different cases. The green curve is obtained
from the plasma simulation presented earlier (simulation 1),
in which the nuclear screening is due to the residual electronic struc-
ture and to plasma particles [the parameter D = max{λD, ri}, where

FIG. 4. Electron spectra impinging on the copper plate predicted by a plasma simu-
lation in which the nuclear potential is screened by the residual electronic structure
and other plasma particles (simulation 1, green curve) and a plasma simulation in
which the nuclear potential is screened only by the electronic structure (brown
curve). The simulations used the target profile extracted from CHIC at 500 ps. As
input, electrons were described by a 2D Maxwellian function with Th = 26 keV,
launched at the critical density with an initial divergence of ±22○.
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FIG. 5. Energetic electron spectra impinging on the copper plate predicted by a
plasma simulation (simulation 1, green curve) and by a simulation in which the
diffusion on plasma electrons is neglected (brown curve). The simulations used the
target profile extracted from CHIC at 500 ps. As input, electrons were described
by a 2D Maxwellian function with Th = 26 keV, launched at the critical density with
an initial divergence of ±22○.

ri is the average distance between ions, given by Eq. (8) in Paper I17].
The brown curve comes from a simulation in which we forced the
screening length to be given by the electronic structure of the atom
[the parameter R, given by Eq. (5) in Paper I17]. Both simulations
use the plasma stopping power formulas, exploiting the fact that
the code separates electron diffusion and energy losses. As can be
seen from the figure, when nuclei are screened by their electronic
structure, the beam diffusion is lower and the number of electrons
reaching the copper plate is greater.

From this analysis, it seems that ρr conservation, commonly
invoked to justify the use of cold MC methods to analyze planar
target experiments, is not exact. The effect of ρr conservation (i.e.,
the formation of an ablated and compressed zone) is to increase the
number of electrons that impinge on the copper plate, as shown by
the red and black curves in Fig. 2. However, this effect is counter-
balanced by the fact that the target is in a plasma state and beam
diffusion is enhanced.

Let us conclude this subsection by investigating the contribu-
tion of the free plasma electrons to beam diffusion. In Sec. II, we
stressed that the changes in direction are mainly due to collisions
with nuclei, while collisions with electrons are responsible for the
energy losses. Figure 5 shows the results of a simulation in which the
diffusion on free plasma electrons is neglected (the brown curve),
compared with those of the full simulation (the green curve). The
target profile used in these simulations was extracted from CHIC
at 500 ps. As can be seen, the two spectra are quite similar. This
indicates that diffusion on plasma nuclei governs the spatial distri-
bution of the electron beam, while collisions with electrons play a
minor role and can be neglected. Therefore, the neglect of diffusion
on bound electrons in our model does not introduce any appreciable
error.

C. Role of hard collisions and secondary electrons
The implementation of hard collisions requires increases in

code complexity and in computational time. As explained in
Paper I,17 hard collisions are simulated considering a two-body
interaction between the hot electron and a scattering center, using

FIG. 6. Electron spectra impinging on the copper plate with both hard and soft col-
lisions considered (green curve), with hard collisions neglected (brown curve), and
with beam diffusion neglected, i.e., with electrons propagating along straight lines
(violet curve). The input spectrum was a Maxwellian function with Th = 26 keV and
an initial divergence of ±22○. The target hydrodynamic profile was extracted from
a CHIC simulation at 500 ps.

the DCS for the latter. The inclusion of hard collisions requires com-
putation of the collision distances and the use of fictitious particles
that propagate before the real electron track (as explained in Sec.
VI of Paper I17). This process requires a lot of computational time,
jeopardizing the performance of the simulation. However, hard col-
lisions strongly modify the electron spatial distribution and should
not be neglected. Figure 6 shows the electron spectra impinging on
the copper plate in three cases: a simulation in which hard and soft
collisions are simulated (green curve), a simulation in which hard
collisions are neglected (brown curve) and a simulation in which
electrons propagate along straight lines, slowing down according
to the stopping power formulas (violet curve). These spectra were
obtained using as input an electron Maxwellian distribution func-
tion with temperature 26 keV, analogously to the previous cases. The
target simulated was extracted from the CHIC simulation at 500 ps.

FIG. 7. Electron spectra impinging on the copper plate with both primary and sec-
ondary particles (blue curve) and with only secondary electrons considered (black
curve) according to Geant4 simulations. The input spectrum was a Maxwellian
function with Th = 26 keV and an initial divergence of ±22○. The simulations
were conducted assuming the nominal target configuration (175 μm, 1 g/cm3

CH–20 μm Cu).
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As can be seen, there are significant differences between the three
cases. When beam diffusion is completely neglected, the number of
hot electrons arriving on the copper plate is ∼3.5 times greater than
in the nominal simulation, whereas when hard collisions alone are
neglected, there are twice as many electrons arriving. The dramatic
differences in the spectra in Fig. 6 indicate that in this regime, it is
not possible to neglect either beam diffusion or hard collisions.

Figure 7 shows the spectrum of secondary electrons generated
by hard collisions that reach the copper plate (black curve). These
electrons are generated by the hard collisions of the primary parti-
cles with the electrons of the material. It can be seen that secondary
electrons are characterized by low values of the kinetic energy and
their number is low compared with the total number of electrons
reaching the copper plate. Thus, the fact that we do not simulate
the generation and propagation of secondary electrons in our model
does not introduce any appreciable error.

D. Reinterpretation of the OMEGA experiment using
the plasma MC method: How the Kα yield changes
when cold or irradiated targets are considered

Let us now reconsider the analysis of the Kα spectrometer
presented in Ref. 16. In this experiment, the total yield of Cu Kα
was measured by an absolutely calibrated zinc von Hamos x-ray
(ZnVH) spectrometer,39 based on a curved highly oriented pyrolytic
graphite (HOPG) crystal in von Hamos geometry to disperse the
x-ray spectrum in the range of 7–10 keV. To reconstruct the num-
ber of Kα photons that reached the diagnostic, Geant4 simulations
of hot-electron propagation in targets were performed. In particu-
lar, monochromatic electron beams were injected in the target and
the parameters Ne and Th of a 2D electron Maxwellian function that
generated the Kα signal on the diagnostic were retrieved. The tar-
get configuration used in these simulations was the nominal one
(175 μm CH, 20 μm Cu). These simulations are performed again
here, but using the plasma MC code and now taking into account the
hydrodynamic evolution and the plasma state of the target. Since Kα
generation is not modeled in our plasma MC code, we compute the
electron spectra that reach the copper plate and we use these spectra
as input in Geant4, to compute the Kα signal.

The cross sections used to compute the Kα de-excitation are
contained in the library Livermore.40 We recall that in Ref. 16, the
library Penelope41 was also used and revealed a ∼25% discrepancy
in the Kα yield compared with Livermore. The temporal evolution
of the system is reproduced by weighting the signal of the plasma
simulations according to the backscattered light signal detected by
a streaked subaperture backscattering spectrometer (SABS). This
spectrometer diagnosed the temporally resolved spectrum of the SRS
backscattered light (430–750 nm). We are thus assuming that hot
electrons are produced by SRS. Figure 8 shows the values of the
parameters Ne and Th that reproduce the Kα signal on the ZNVH
spectrometer for the nominal Geant4 simulation and the plasma
simulation. The discrepancies between the two cases are less than
5% and 30% for Th and Ne, respectively, as indicated by the error
bars. As the plasma target stops electrons more effectively compared
with the cold case, it is reasonable that higher values of Th and Ne
are required to obtain the same Kα yield. However, the discrepancy
between the cold and plasma cases is not dramatic and is similar
to that found in simulations using the two libraries Livermore and

FIG. 8. Parameters Th and Ne that reproduce the Kα signal on the ZnVH spec-
trometer in the experiment from Ref. 16 according to Geant4 simulations. The
blue curve is from the nominal Geant4 simulation (i.e., a cold target composed
of 175 μm CH and 20 μm Cu), and the red curve is for the plasma case. The
Geant4 library used to compute the Kα was Livermore. The predicted hot-electron
temperatures are ∼5% greater for the plasma case than for the cold case, while
the difference in the parameter Ne does not exceed 30%. These percentages are
indicated by the error bars.

Penelope. Thus, considering also the experimental uncertainty in Kα
detection (∼20%), we can conclude that it is acceptable to use a cold
MC method to interpret laser–plasma experiments, at least in the
simulation of Kα generation.

IV. EFFECT OF HOT ELECTRONS ON A TYPICAL
IMPLOSION SCHEME

We describe here a numerical study conducted with our 3D
plasma MC method on the effect of hot electrons on a typical SI
implosion scheme. We consider, in particular, the scheme proposed
in the numerical study of Ref. 19. This numerical investigation was
conducted using the 2D hydrodynamic code CHIC.20 In particu-
lar, the authors simulated the implosion of an SI capsule composed
of a 31 μm CH ablator(1.05 g/cm3) containing a 220 μm DT shell
(0.253 g/cm3) in equilibrium with 737 μm of DT gas (10−4 g/cm3).
The laser pulse used to implode this target is shown in Fig. 9(a) and
consists of a low-intensity precompression beam followed by a 1 ns
high-intensity spike launched at 13.6 ns. The total energy delivered
on the capsule is ∼350 kJ, and the energy contained in the spike
is ∼290 kJ. CHIC computes the characteristics of the hot-electron
beam generated during the interaction according to scaling laws that
account for the local laser–plasma conditions.42 Notably, during the
spike, the code predicted the generation of a two-temperature elec-
tron distribution function characterized by Th1 = 43 keV, η1 = 1.2%
and Th2 = 98 keV, η2 = 0.94%. Here, η is the conversion efficiency
of laser energy into hot-electron energy. Hot electrons are trans-
ported through the target in a simplified 2D propagation model that
accounts for beam slowing down and diffusion on plasma parti-
cles. The figure of merit chosen to evaluate the DT shell preheating
induced by hot electrons is the shell adiabat, which is defined as the
ratio of the plasma pressure to the Fermi pressure of a degenerate
electron gas:43

α =
p
pf

. (1)
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FIG. 9. (a) Laser pulse used to implode the capsule. The pulse consists of a low-
intensity compression beam followed by a high-intensity spike launched at 13.6 ns.
The spike has duration of 1 ns. The total energy contained in the beam is around
∼ 350 kJ. (b) Schematic of the setup for the MC simulation and the geometric
characteristics of the hot-electron beam.

Here, p f is the Fermi pressure, which is given by

pf =
(3π2
)

2/3̵h2

5me
n5/3

e , (2)

where ne is the electron density and me is the electron mass. An
increase in the adiabat indicates that hot electrons are sufficiently
energetic to reach the inner part of the cryogenic shell, penetrating
the compressed plastic ablator and the external part of the DT shell
itself. If this were to occur, the implosion could be compromised

FIG. 10. Adiabat as a function of shell radius, computed from the CHIC simulation
at 13.6 ns. The positions of the shock front, the inner part of the shell, and the
hotspot are indicated by the black, red, and green curves, respectively.

because of preheating effects. Notably, not only would the compres-
sion require more energy, but also the preheating would cause global
expansion of the shell, increasing its thickness and temperature and
decreasing its density. As a consequence, the alpha particle burning
wave would be less effective. According to the numerical investiga-
tion reported in Ref. 19, the presence of hot electrons raised the inner
DT shell adiabat from 1.7 (the value of α at the shock launch time) to
2.3 (the value of α before shock convergence), causing ignition fail-
ure. We will reconsider these results here using our 3D plasma MC
method, to check the margin of error introduced by the use of the
2D model.

Since our MC model has not yet been implemented in hydro-
dynamic codes, we performed offline simulations in which tar-
get hydrodynamic profiles were extracted from CHIC simulations.
From these profiles, exploiting the spherical symmetry of the prob-
lem, 3D targets were generated. Because of the decoupling between
the two codes, it was not possible to evaluate the hot-electron effect
on the hydrodynamic evolution of the target. Our analysis is limited
to computing the energy deposition in the inner part of DT shell
and in evaluating the consequent increase in the adiabat, according
to the perfect gas model. Since we are interested in the preheating of
the inner part of the DT shell, the value of the adiabat in this region
(αinn) is computed considering the minimum of the adiabat along
the shell radius, as shown in Fig. 10 for the simulation at 13.6 ns.

In the simulations, the hot-electron beam is launched at the
critical density (launching it at nc/4 does not change the result) in
two configurations: one with a circular spot of diameter S = 1580 μm
diameter (∼80% of the initial target radius) and an initial beam
divergence of 0○, ±22○, or ±45○, and the other with a circular
spot of S = 720 μm diameter (the dimension of the capsule at the
shock launching time) and an initial beam divergence of 0○. The
parameters in the second case are less realistic, but this allows
us to consider the worst-case scenario, maximizing the number
of hot electrons initially directed toward the capsule. A schematic
representation of the settings of the first simulation is shown in
Fig. 9(b).

The electrons launched in the simulations are energetically
described by 2D Maxwellian functions with different temperatures

TABLE I. Hot-electron temperatures Th and laser to hot-electron conversion effi-
ciencies η used as input in the simulations. The values of Th are based on the
experimental findings in Ref. 16 or used in Ref. 19. The values of αinn at shock con-
vergence, computed according to our MC simulations, are reported for the different
beam geometries considered: an initial spot of diameter S = 1580 μm with divergence
Div = 0○, ±22○, or ±45○, and an initial spot of S = 720 μm with Div = 0○. The last
row shows the value of αinn at shock convergence reported in Ref. 19. The value of
the adiabat at the shock launch time was 1.7.

Distribution function fe1 fe2

Th (keV) 26 43–98
η (%) 11 1.2–0.94
αinn (S = 1580 μm, Div = 0○) 1.8 2.2
αinn (S = 1580 μm, Div = ±22○) 1.8 2.1
αinn (S = 1580 μm, Div = ±45○) 1.8 2.1
αinn (S = 720 μm, Div = 0○) 1.8 2.7
αinn (Ref. 19) ⋅ ⋅ ⋅ 2.3
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and conversion efficiencies with respect to the total spike energy.
In particular, we consider the parameters found in the experiment
presented in Ref. 16 ( fe1 with Th = 26 keV, η = 11%) and those
used in Ref. 19 ( fe2 with Th = 43 keV, η1 = 1.2% and Th = 98 keV,
η2 = 0.94%). These values are listed in Table I.

The shell adiabat was calculated as follows. The laser spike
duration was divided in four steps of 250 ps each, and an MC
simulation was conducted at each step, using the corresponding
hydrodynamic profile. In each simulation, an electron beam was
launched whose energy was calculated in relation to the spike energy
delivered on the target in the time windows selected (250 ps), using
the parameters indicated in Table I. To reduce the computational
time, simulations were conducted by launching 106 particles and
then rescaling the values, using the real laser energies and conver-
sion efficiencies. This low number of particles is sufficient to reduce

the statistical noise and numerical error in the quantities considered.
The volumetric energy deposition in concentric spherical shells with
thickness ∼5–10 μm, eHE, was thereby computed. The additional
pressure induced by hot electrons was then estimated using the law
for a perfect diatomic gas:

pHE = (γ − 1)eHE, (3)

where pHE is the pressure and γ = 7/5 for a perfect gas. The adiabat at
the end of the spike pulse was obtained from the following formula:

α =
p
pf
+ Δα1 + Δα2 + Δα3 + Δα4

=
p
pf
+

pHE1

pf
+

pHE2

pf
+

pHE3

pf
+

pHE4

pf
, (4)

FIG. 11. Volumetric energy deposition along the capsule radius (blue curves) and density profile of the imploding capsule as a function of capsule radius (red curves). The
capsule center is at r = 0 μm, and the shock is moving from right to left. (a) and (b) Simulations performed with fe1 (see Table I) and target hydrodynamic profiles extracted
from CHIC at 13.6 and 14.35 ns, respectively. (c) and (d) Simulations performed with fe2 and target hydrodynamic profiles extracted from CHIC at 13.6 and 14.35 ns,
respectively. Data are taken from simulations in which the hot-electron beam was initialized with a divergence of ±22○ and a spot of diameter 1580 μm. The absolute values
of energy deposited shown on the left vertical axis are not rescaled to take account of the real laser energy and they are not meaningful.
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where p is the sum of the electron and ion pressures as predicted by
CHIC at the shock launch time, p f is the Fermi pressure, and pHEi
is the pressure generated by the hot electrons in the ith time step. In
using Eq. (4), we assumed that the ratio p/p f in the base CHIC sim-
ulation remained constant during the spike. This assumption was
necessary because of the decoupling between the hydrodynamic and
MC codes.

The values of αinn before shock convergence (after 14.35 ns)
are shown in Table I for all the beam geometries considered. First
of all, it can be seen that the simulations with fe1 (Th = 26 keV,
η = 11%) do not predict a significant increase in αinn, which goes
from 1.7 up to 1.8, for any of the considered geometries. This is
due to the fact that the electrons are characterized by low values
of kinetic energy and they do not penetrate the compressed region.
Conversely, the simulations with fe2 (Th1 = 43 keV, η1 = 1.2% and
Th2 = 98 keV, η2 = 0.94%) predict greater values of αinn. In particu-
lar, for the geometrical configuration with S = 1580 μm, αinn rises to
∼2.1–2.2. Here, it can be seen that αinn exhibits a weak dependence
on the initial beam divergence. For the other geometrical configu-
ration (S = 720 μm, Div = 0○), αinn rises to ∼2.7. This is expected,
since in this case all the electrons produced are directed into the tar-
get. Moreover, in the case of fe2, hot electrons are characterized by
high values of kinetic energy and they can penetrate the compressed
region, reaching the DT shell. This can be seen in Fig. 11, where
the hot-electron energy deposition and the target density profiles
are shown as functions of the sphere radius at two different times
(13.6 and 14.35 ns). The red curves represent the target density pro-
file along the shell radius, from which it is possible to recognize the
shocked region identified by the maximum of the function (around
10 g/cm3 at 13.6 ns and 40 g/cm3 at 14.35 ns). The hot-electron
energy deposition is represented by the blue curves. From these, it
can be seen that in the case of fe1, both at 13.6 and at 14.35 ns, the
majority of hot electrons are stopped in the shocked region. By con-
trast, in the case of fe2, at 13.6 ns, the compressed part of the capsule
has not yet reached a sufficiently high value of ρr to stop the hot-
electron population at Th = 98 keV, which can propagate up to the

FIG. 12. Inner shell adiabat αinn as a function of the hot-electron temperature Th
and the laser to hot-electron energy conversion efficiency η. The values of αinn
were calculated at the end of the implosion according to Eq. (4). Geometrically,
the hot electrons were initialized with a beam divergence of ±22○ and a spot of
diamater 1580 μm. The red line delimits the region in which αinn ≤ 1.8, while the
green line delimits the region in which αinn < 2.3. The red and light blue triangles
indicate the hot-electron characteristics obtained experimentally at OMEGA-EP16

and LMJ,15,44,45 respectively.

inner part of the DT shell. This causes a preheating effect, raising the
shell adiabat at ∼2.1 (or 2.7 for the beam geometry with S = 720 μm
and Div = 0○). At 14.35 ns, for both fe1 and fe2, the target ρr is suf-
ficient to stop the electrons. Thus, in the design of SI implosion
schemes, to avoid DT-shell preheating, one should ensure that the
capsule has been compressed sufficiently before the ignition spike is
launched. This is consistent with recent OMEGA experiments,13 in
which ρr degradation was evaluated as a function of the spike launch
time. Finally, it should be noted that the values of αinn found in our
calculation do not differ dramatically from the value of 2.3 computed
in Ref. 19.

Let us now consider the first simulation setup (22○ beam diver-
gence and 1580 μm diameter spot) to evaluate the variation of the
shell adiabat for various values of the parameters η and Th. In par-
ticular, we performed several simulations in which Th was varied
from 20 keV up to 150 keV and η from 1% up to 20% (consider-
ing the laser spike energy). Figure 12 shows the inner shell adiabat
αinn as a function of the parameters η and Th. The red line delim-
its the region of the map in which αinn ≤ 1.8, while the green line
delimits the region in which αinn ≤ 2.3. The condition αinn ≤ 1.8 is
the strictest condition and minimizes the preheating effect. The con-
dition α = 2.3 is chosen because this level of preheating leads to
ignition failure, as predicted in Ref. 19. To evaluate the actual level
of preheating that can be tolerated by the scheme, it will be neces-
sary to conduct inline 3D hydrodynamic simulations in which the
effects of the hot electrons on shock propagation and the hydro-
dynamic evolution of the capsule are taken into account. It can
be seen that the scheme is able to tolerate hot-electron tempera-
tures up to ∼25–30 keV, even at high conversion efficiencies (∼10%).
Hot electrons with temperatures in the range Th ∈ [30, 50] keV
should be limited to a few percent of the spike energy, while the
population with Th > 50 keV should be suppressed. Thus, the hot-
electron characteristics observed experimentally in the experiments
conducted at OMEGA-EP16 and LMJ15,44,45 are compatible with the
scheme. However, one should pay attention to the possible presence
of higher hot-electron temperature populations not detected by the
diagnostics. Experimentally, there are difficulties in the characteriza-
tion of hot-electron populations characterized by high temperatures
(≥50 keV) and low intensity, which can pose a problem for the
success of the implosion.

V. CONCLUSION
This paper has described two applications of a 3D Monte-Carlo

code developed to model hot-electron transport in fusion targets. In
contrast to common MC methods (e.g., Geant4), this model simu-
lates hot-electron propagation in ionized or partially ionized targets,
taking into account the presence of the plasma state. Hot electrons
lose energy during their propagation, colliding with other free or
bound electrons and exciting plasma waves. The beam diffusion is
governed mainly by elastic collisions with nuclei. Changes in direc-
tion due to collisions with free plasma electrons are also modeled
in the code, while those due to collisions with bound electrons are
neglected. Beam diffusion is modeled considering hard and soft
collisions, as explained in Paper I.17

In the first part of this paper, we studied hot-electron prop-
agation in laser-irradiated planar targets, comparing the results
with the cold case (i.e., an nonirradiated unablated target under
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standard conditions). This is useful, because it provides a better
understanding of the margin of error introduced in the interpreta-
tion of laser–plasma experiments by the use of cold MC methods,
which do not account for the presence of the plasma state or the
hydrodynamic evolution of the target. Compared with the cold case,
a plasma is more effective in absorbing and stopping hot electrons.
This is due in part to the increased stopping power of plasma targets
and in part to the different nature of the electron–nucleus collisions.
In particular, in cold targets, electrons scatter with nuclei screened
by their electronic structure, while in a plasma, the screening is due
to residual bound electrons and to other plasma particles. There-
fore, the nuclear potential in plasmas has a greater range than in the
cold case, leading to enhanced beam diffusion. However, this effect
is partially counterbalanced by the presence of the ablation region,
a low-density region in which electrons do not undergo severe scat-
tering and the beam remains collimated. Owing to the competition
between these two effects, hot-electron propagation does not dif-
fer dramatically between cold and laser-irradiated targets, and the
interpretation of laser–plasma experiments based on cold MC meth-
ods can be considered correct, at least to first order. Using the same
setup, we also performed a simulation showing that the diffusion
of the electron beam is governed mainly by elastic collisions with
nuclei, with scattering on electrons playing only a minor role. Thus,
neglecting the changes in direction due to collisions with bound
electrons will not introduce any substantial error in the model.
Finally, we showed that in this regime, hard collisions should not be
neglected. This is expected, since the bulk of a laser-irradiated target
is a strongly coupled plasma at high density, characterized by low
values of the Coulomb logarithm.

In the second part of the paper, we described a numerical inves-
tigation aimed at evaluating the preheating effect of hot electrons on
a typical SI implosion scheme. The hot-electron energy deposition
in the inner part of the DT shell was computed for different hot-
electron characteristics (beam divergence, temperature, and conver-
sion efficiencies with respect to the laser energy). The study showed
that low hot-electron temperatures (25–30 keV) do not give rise to
any preheating concern, even at high conversion efficiencies. How-
ever, the presence of electrons at temperatures around 30–40 keV
should be limited to a few percent of the laser energy, while hot-
electron populations with temperatures greater than 50 keV should
be suppressed. These results seem not to be strongly influenced by
the different beam divergences set in the simulations. Furthermore,
these conditions on the temperature and the conversion efficiency
appear compatible with hot-electron spectra measured experimen-
tally under SI-relevant conditions. However, great care should be
taken here, since high-temperature hot-electron populations are
notoriously hard to detect accurately in these experiments, and their
potential presence cannot be excluded.
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